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Utility analysis suggests that human resources policies can have an economically significant im-
pact on business organizations. Confidence in such conclusions, however, requires an accurate
estimate of SDy. This article provides a validity check on prevailing subjective methods of SDy

estimation by directly estimating SDy from unique field data. Using both simulated and field data,
we first illustrate the range of potential bias associated with predictor unreliability y in regression
analysis and show how to calculate corrected values. We then discuss the methodological problems
of directly estimating SDy with organizational data and provide a range of estimates for SDy. Our
direct estimation of SDy yielded values ranging from 74% to 100% of mean salary, which are
considerably greater than conventional subjective judgments.

Recent work in the area of utility analysis suggests that hu-
man resources policies and interventions can have a significant
economic influence on business organizations. Yet confidence
in such conclusions must in large part turn on what has often
been considered the weakest link in conventional utility analy-
sis (Boudreau, 1991), the subjective estimation of SDy. Al-
though utility models will no doubt continue to dominate the
field, we believe that more attention should be given to validat-
ing this approach with field research designed to directly esti-
mate the magnitude of SD y. The purpose of this article is to
illustrate such a study and to discuss several of the methodologi-
cal problems inherent in such an effort. In particular, we con-
sider the problems and solutions associated with unreliability
in the predictors in a regression model. On the basis of data
uniquely suited for such a task, we show that changes in em-
ployee performance have a statistically and economically signif-
icant impact on firm profits. Compared with conventional
benchmarks of 40% and 70% of mean salary, our calculations of
SDy fall in the range of 74%- 100% of mean salary.

Following recent work by Raju, Burke, and Normand (1990),
we drew on accounting and economic concepts of firm perfor-
mance and developed a simple model of organization perfor-
mance as a function of individual employee performance. The
fact that our data were drawn from a sample of retail outlets
enabled us to directly estimate in dollars the effects of em-
ployee productivity. Although the model, and its limitations,
are discussed in more detail later in the article, this brief de-
scription highlights the nature of our estimate, which is the
change in firm profits associated with a one-unit change in an
individual’s performance rating. Because this result provided
the basis for a straightforward calculation of SDy, it allowed for
a direct test of the 40% and 70% rules associated with Schmidt
and Hunter’s model (Boudreau, 1991; Vance & Colella, 1990).

We are grateful to Nancy Day for providing the field data used in this
study.

Correspondence concerning this article should be addressed to
Brian E. Becker, 268 Jacobs Management Center, State University of
New York, Buffalo, New York 14260.

A second theme explored in this article is how the estimates
of a regression equation are influenced by measurement error
in an independent variable. The issue cannot be ignored in
research of this kind because performance ratings are the most
likely predictor and are often unreliable (Bernardin & Beatty,
1984; Heneman, 1986). The issue is discussed in some detail
because the problem of predictor unreliability in regression
analysis, though related to the familiar attenuating effect on
correlations, is considerably more involved in multiple regres-
sion. To explicate the issue, we briefly review the statistical
literature, provide a simple simulation of the problem under
alternative scenarios, and, finally, illustrate the empirical ef-
fects in the analysis of our field data.

The Problem of Predictor Unreliability

The focus of our analysis is a regression model in which orga-
nizational performance (i.e., profits) is the dependent variable
and individual employee performance is the independent vari-
able of interest. The regression coefficient on employee perfor-
mance, A, reflects the average change in organizational profit
for each one-unit change in our measure of employee perfor-
mance. Because A is the basis for our eventual calculation of
SDy, an inaccurate estimate of A will result in an erroneous
estimate of SDy. Unfortunately, the fact that we must use mea-
sured rather than true employee performance means that our
estimate of A may be biased in the presence of predictor unre-
liability.  In this section, we review both the nature and magni-
tude of potential biases for both the simple and multiple regres-
sion models.

In a simple regression equation (i.e., a dependent variable and
a single independent variable), an unbiased estimate of the re-
gression coefficient requires that the covariance between the
error term and the independent variable be zero (Aigner, 1971,
p. 31; Green, 1990, p. 157: Maddala, 1988, p. 34).1 This assump-

1 By unbiased, we mean that the expected value of our sample esti-
mate of A is equal to the true value of A in the population.
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tion is the basis for the normal equation that defines the regres-
sion coefficient (At) as

(1)

or the covariance of measured Y and true R divided by the
variance of true R. Y is firm performance and R is employee
performance, and the subscripts t and m define true and mea-
sured values, respectively. Because Cov (Rt, Ym) = Cov (Rt, Yt), At

is unaffected by measurement error in the dependent variable.
This implies an estimation equation of the form

Y m = co+ AtR t+ e , (2)

where co is a constant reflecting the mean effect of all omitted
variables. However, when Rt is replaced by measured employee
performance (Rm), Equation 1 no longer holds because At does
not equal Am.

This a familiar problem in econometrics and has been part
of the psychometric literature for at least 20 years (Goldberger,
1971). The proof follows from conventional statistical texts,
such as econometrics, that emphasize regression analysis. For
example, Maddala (1988, p. 381) presented the true model as

Y t= co+ AtR t+ u , (3)

where u is the random error term representing the effects of
other causes of Yt. The error term in this model has the same
characteristics as the error term generated from a randomized
experimental design. A regression of Yt on R t estimates the
effect of a one-unit change in true performance ratings on the
dollar value of true employee performance.

Following classical test theory, measured values can be ex-
pressed as a true score and random error component, such that

Y m = Yt+ Ye (4)

and

R m = Rt+ Re . (5)

(10.1)

Substituting Equations 4 and 5 into Equation 3 yields the follow-
ing:

Y m = co+ Am R m + w , (6)

where w=u+Y e–AR e. However, although Cov (e, R t) = 0 in
Equation 2 and Cov (u, Rt) = 0 in Equation 3, Cov (W, Rm) is not
equal to zero in Equation 6. In fact,

(7)

Maddala summarized the problem as follows:

Thus one of the basic assumptions of least squares is violated. If
only [Y] is measured with error and [R] is measured without error
[Equation 2], there is no problem because [Cov (e, Rt) = 0 ] in this
case. Thus given the specification in [Equation 6], it is errors in
[Rm] that cause a problem. (Maddala, 1988, p. 381)

To avoid confusion, we should point out that the algebraic
derivation of Equation 6 would result in At as the coefficient on
Rm. However, we use the term Am because it reflects the esti-
mate of At that would result if Equation 6 were estimated with

ordinary least squares (OLS) regression. It is the properties of
the error term in Equation 6 and their implication for estima-
tion that are the basis for the different notation. The important
point is that OLS estimation of Equation 6 will not yield the
same estimate of A as either Equation 2 or 3. If Am in Equation 6
does not equal At in Equation 1, what is their relationship? Esti-
mating Equation 6 will yield the following expected value2 for
A m:

E (Am) =
Cov (Rm,Ym)

Var ( Rm) 

Because Cov (Rm,Ym) = Cov (Rt,Yt), given Equation 5,

E (Am) =
Cov (Rt,Yt)

Var (Rt) + Var (Re) 

and dividing by Var (Rt)/ Var (Rt),

(8)

(9)

(l0)

As a result, Am will underestimate At, and the degree of attenua-
tion will depend on the ratio of error variance to true variance
in Rm, or Var (Re)/ Var (Rt). Maddala (1988, p. 382) concluded
“that the least squares estimator of [At] is biased toward zero
and if [Equation 6] has a constant term, the leastuares esti-
mator of [the constant] is biased away from zero.”

Rearranging terms in Equation 10 yields the following:

where (Maddala, 1988, p. 382) concluded

(10.2)

(10.3)

(11)

divided by the totalLambda is simply the error variance of Rm

variance of Rm, or the reliability  of Rm subtracted from 1. Using
Equation 6 to estimate A t will result in an estimate that is
biased by the quantity –At λ. Therefore, if one attempts to esti-
mate SDy on the basis of Equation 6, the resulting value will
understate the true value of SDy.

Measurement Error in Multiple Regression

Up to this point, we have focused on the case of measurement
error in a simple regression model with one independent vari-
able. However, because utility estimates are developed outside
of the laboratory one can easily imagine a regression model

2 We use the term expected value here to reflect the expected sample
value of Am. Our purpose is to illustrate that Am will systematically
differ from the true value of At. However, the more precise term for
this expected value is the probability limit of Am as the sample size
increases.
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like Equation 6 with additional independent variables. These
might be included to reduce error variance in the model to
obtain a more precise estimate of A (i.e., a smaller standard
error) or to reduce the chances of observing a biased or con-
founded estimate of A. Our purpose in this section is simply to
identify the nature of the problem. The reader interested in
more complete treatments should consult Maddala (1988),
Judge, Griffiths, Hill, Lutkepohl, and Lee (1985), Green
(1990), or Fuller (1987), among others.

The easier case is one in which the independent variables
other than Rm are not measured with error. In this case, the bias
in Am is a function both of A and the collinearity between Rm

and the other independent variables. Following Maddala (1988,
pp. 383-384), if we normalize on all independent variables and
define Cov (Rm, X1)= where X1 is the other independent vari-
able, then

(12)

and the bias for B1 equals- (bias for Am). At the extreme, when
the two independent variables are uncorrelated, ρ = 0, and the
bias in Am reduces to the simple regression case. In the presence
of some covariance between the independent variables, the
downward bias in Am is magnified. When λ is less than 1 – 2,
Am will fall between At and zero. Otherwise, the bias will ex-
ceed the At – 0 bound, and Am will have the opposite sign of At

(Judge et al., 1985, p. 708; Maddala, 1988, pp. 383-385). For
example, if λ = .4, ρ = .8, and At = .4, then Am = –.44. As the
correlation between the independent variables increases, it
takes less and less measurement error in Rm to bias Am away
from zero with the opposite sign.

Finally, consider the extension to the multiple regression case
in which both Rm and Xm1 are measured with error. Now λ r, and
λ x refer to the λ for Rm and Xm1, respectively. Then (Maddala,
1988, p. 388), where Bm1 is the coefficient on the measured
value of a second independent variable, Xm1,

and

(13)

(14)

when  and = .8, then λ = .5 and Am= At – 1.389 At=
– . 3 8 9 A t.

Now we can see that the bias in Am is a function of the magni-
tude of At and Bt1, the relative magnitude of error variance in
Rm and Xm1 (λ r and λ x), and the correlation between Rm and Xm1.

Magnitude of the Problem

Although this discussion suggests that measurement error in
Rm is a problem that must be considered in any attempt to
accurately estimate A, and a problem that becomes more com-
plicated in multiple regression, there is a well-developed and
accessible analytical literature available in econometrics. More-
over, these solutions are all in terms of observable measures and
estimated coefficients. Therefore, the degree of bias can be eval-
uated with some confidence. It is largely a question of calculat-
ing correlations among variables and reliabilities. In contrast to

economists, who devote very little attention to measurement
issues and normally lack reliability estimates of their measures,
psychologists are at a distinct advantage.

In this section, we simulate the magnitude of potential bias in
Am under three scenarios. Case 1 is the two-variable case. Case 2
is the three-variable case, with one independent variable mea-
sured without error. Case 3 is the three-variable case with both
independent variables measured with error.

Case 1

In Table 1, λ is calculated on the basis of Equation 11. The
range is based upon the range of reliabilities one might nor-
mally observe in the literature. For example,         is an esti-
mate of reliability for Rm and can be interpreted as “the percent-
age of true score variance in the fallible measure” (Nunnally,
1967, p. 181). Given that λ is the percentage of error variance in

 The reader can see that Am will understate At

in absolute terms by 10%, even when very reliable measures of
performance appraisal are used. At the other end of the range,
At will be understated by 40% when                 equals .6.

Case 2

Table 2 presents estimates of the quantity in the parenthesis
of Equation 12. This in effect is the ratio of Am to At. Now the
bias in Am is a function both of the measurement error in Rm 

and the correlation between Rm and X1. Again we simulate
results for what we believe are reasonable ranges for both the
reliability of Rm and sample intercorrelations. Recall that the
actual bias will depend on the relative values of λ and 1 –  2. In
general, the bias will tend toward zero in this literature because
reliabilities will be relatively high. Recall as well that the bias
will move away from zero only as the intercorrelations increases
relative to the reliability of Rm. For example, if Equation 12 is
rewritten such that

Case 3

Table 3 shows how the ratio of At to Am varies when the model
includes two independent variables that are both correlated
and measured with error. The estimates were derived by solving
Equations 13 and 14. We solved for At in Equation 13 by first

Table 1
Case 1: Bias in Am as a Percentage of At as Reliability in Rm Varies

Reliability of Rm Bias in Am

.6 –.4 At

.7 –.3 At

.8 –.2 At

.9 –.1 At
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Table 2
Case 2: Ratio of Am to At in Equation 12 as and
the Reliability of Rm Varies

Correlation of Rm and Xm1, 

Reliability of Rm .1 .3 .5 .7

.6 .595 .560 .466 .215

.7 .697 .670 .600 .411

.8 .798 .780 .733

.9
.608

.899 .890 .866 .800
 Equation 6. Our estimate of is the Cronbach's alpha (.74)  

solving Equation 14 for Bt1 and substituting that result into
Equation 13. The result was

We arbitrarily set Am and Bm1 equal to 1.00 so that the solutions
in Table 3 can be interpreted directly as the ratio of At to Am.
For example, the value of 1.10 in row 1, column 1 of Table 3 is
interpreted as At’s exceeding the estimated value of Am by 10%,
when λ r = .1, λ x = .1, and = .1. Again, we selected λ and 
values comparable to those observed in the literature. Although
the pattern is complex, within this range Am will generally fall
between A t and zero. The chances that Am will overstate A t

increase in samples with high intercorrelations and high λ r.

Estimation of SDy With Field Data

The preceding discussion has addressed the implications of
estimating A directly using data on Ym and Rm. One obstacle to
direct estimation of SDy is that the dependent variable, the
dollar value of an individual’s job performance, is generally
unobservable. However, we propose substituting the firm’s eco-
nomic performance as the dependent variable to resolve this
problem. As we discuss later in the article, the estimates from
such a model are not unambiguous, but this approach can gen-
erate meaningful estimates of the dollar value of changes in
individual job performance without the subjective estimation
procedures required in other approaches to estimating SDy.

Our data are part of a larger study that surveyed 335 first-line
supervisors in the117 locations of a nationwide home-products
retailing firm (Day, 1987). The dependent variable, Ym, was
return on sales, defined as the ratio of net income to gross sales
for each store. The predictor, Rm, was the supervisor’s quarterly
performance appraisal (averaged over the year and combined
into a single score for each subject). The subjects were depart-
ment managers in one of five departments in each store. Unfor-
tunately, data were often incomplete and did not include all
four quarters of the appraisal. As a result, there were only 88
complete performance appraisals for the subjects in question.

We also used two additional predictors, years of education
and organizational commitment. Commitment was measured
with the nine-item version of Mowday, Steers, and Porter’s
(1979) Organizational Commitment Questionnaire (OCQ).
Our choice of education and organizational commitment as
additional predictors was largely an attempt to replicate the
reliability characteristics of the independent variables in our

prior simulations. The purpose was to illustrate how our esti-
mates of SDy vary with the reliability  characteristics of Rm and
the other independent variables.

Case 1: One Predictor

Return on sales and average quarterly performance appraisal
(Rm) were the dependent and independent variables, respec-
tively. The results of this regression are reported in column 1 of
Table 4. The coefficient for Rm, .0922, is equivalent to Am in

for Rm, which is calculated directly from our data and yields a
λ r= .26. On the basis of Equation 10.3,

The bias in Am equals –At λ r or –.033, so that Am is approxi-
mately 75% of the true estimate. Given that the standard devia-
tion of Rm is .27, the estimated SDy is (.27)(.0922) = .025, and
the true SDy is (.27)(. 125) = .034. Because the dependent vari-
able was return on sales, these figures are in percentages. How-
ever, multiplying these values by the mean net sales for the
sample ($646,166) yielded a range in dollars from $16,154 to
$21,970. These estimates are SDy in terms of net income, not
sales. This is an important distinction because these estimates
include any costs associated with generating this higher perfor-
mance. With an average salary of $21,888 in the sample, the
ratio of SDy to salary ranged from 74% to 100% of mean annual
salary. Even if we were to assume that higher performers also
earned higher salaries, the standard deviation of salary in the
sample is only $1,722, so the magnitudes of the ratios would be
relatively unaffected.

Case 2: One Predictor Measured With Error and One
Predictor Measured Without Error

In the second example, we added an additional independent
variable to the equation in Case 1. To illustrate the effect of
another variable measured without error, we used years of edu-
cation. This is not to deny that an employee may have lied about
his or her education or that the information could have been
recorded incorrectly, but generally education is a realistic exam-
ple of a variable that one would not normally associate with
measurement error. The results are reported in column 2 of
Table 4. The coefficient for Rm, .0646, is equivalent to Am. The

Table 3
Case 3: Ratio of At to Am as r, and x in Equation 13 Vary

λ r = .l λ r = .3
Correlation (ρ) of

Rm and Xm1 λ x =.1 λ x = .3  λ x= .1 λ x = .3

.1 1.10 1.09 1.42 1.41

.3 1.10 1.06 1.46 1.42

.5 1.12 1.08 1.63 1.59

.7 1.21 1.20 2.43 2.43

1
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Table 4
Regression Results (Unstandardized Coefficients) for Field Data

Return on sales
Independent

variable Case 1 Case 2 Case 3 Equation 16

Constant
Unstandardized coefficient –0.2660 –0.0224 –0.2959 0.9916
SE 0.2030 0.2791 0.2511 2.5160

Performance appraisal rating (Rm)
Unstandardized coefficient 0.0922 0.0646 0.0910 –0.2917
SE 0.0596 0.0632 0.0603 0.7454

Years of education
Unstandardized coefficient –0.02 15
SE 0.0169

Organizational commitment
Unstandardized coefficient
SE

Annual salary
Unstandardized coefficient –0.000053
SE 0.000174

Salary             
Unstandardized coefficient 0.000016
SE 0.000035

N 88 88 88 88
R2 .027 .045 .027 .121

0.0065
0.0320

correlation between years of education and Rm is –.344.
Following Equation 12,

so that At equals .091. True SDy is then $16,150, or 79% of
average salary. The estimate of At is not the same in Cases 1 and
2 because in Case 2 it reflects the effect of Rm, with years of
education controlled. In addition, the bias in the second vari-
able, years of education, is equal to (the bias in Am). Therefore,
the bias in B1 equals –(–.344)(–.0264), or –.0091. In other
words, B1 is negatively biased in column 2 of Table 1, and the
true estimate should be more positive by nearly 40%.

Case 3: Both Predictors Measured With Error

In the third example, we added a second predictor (organiza-
tional commitment) to Equation 6. Unlike in Case 2, however,
this predictor was also measured with error. Cronbach’s alpha
for organizational commitment was .76, so λ x in Equation 13 is
.24. The correlation between organizational commitment
and Rm was .102. The results of this regression are reported in
column 3 of Table 4, where Am= .091 and Bm1 = 0.0065; λ r and
λ x were .26 and .24, respectively.  Solving Equation 15 yielded a
value for At of .1226. Again, Am substantially understated the
true value of At. In this case, the bias is attributable to measure-
ment error in both predictors, as well as the correlation be-
tween the two variables. However, given the relatively low value
for in this sample, measurement error is the overwhelming
cause of the bias. Again, an At value of .1226 implies an SDy

value of $21,318, or 96% of average salary. With rounding error,
this is identical to the result in Case 1.

The results in Table 4 are interesting from two perspectives.

On the one hand, they reflect the potential bias one might
expect if Equation 6 is applied in practice. On the other hand,
even these biased estimates suggest that an approach incorpo-
rating firm-level earnings data will yield SDy estimates of con-
siderable magnitude. These results are important because they
bear directly on the continuing debate over the magnitude of
SDy They suggest that, for this particular firm, in this particu-
lar industry, SDy is economically significant and greater than
previously suggested by much of the utility literature. However,
the interpretation of these results must be tempered by the
qualifications discussed in the next two sections.

These data also allow us to shed some light on the notion that
SDy is a constant percentage of salary. If in fact SDy is a fixed
percentage of salary, it follows that the absolute value of SDy

must increase with salary level to maintain the same percent-
age. This hypothesis is directly testable with these data. For
example, the following regression model,

Return on sales

= a o+  Am1Rm+ A1 Salary + A2(Rm × Salary) + w,   (16)

is Equation 6 with two additional independent variables, salary
and an interaction between salary and Rm. The coefficient on
the interaction term (A2) will be positive when Am increases
with salary. In other words, Am should be equal to Am, + A2

salary. The results of this regression are reported in column 4 of
Table 4. Though the estimate is not statistically significant by
conventional standards, the magnitude of the coefficient on the
interaction term (A2) means that the ratio of SDy to salary actu-
ally increases with salary level. Recall that SDy is equal to
                    . Therefore, given that Am is –.29 + .000016(Salary),
                               and annual sales average $646,166, the dollar value
of SDy increases by $2,791 for every $1,000 increase in salary. As
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a result, SDy is just 25% of salary at $20,000 but 67% of salary at
$24,000. The magnitude of these differences suggests the po-
tential practical significance of these results, despite the statis-
tical insignificance of the interaction term.

Related Estimation Issues

Our analysis of the field data raises additional estimation
issues that researchers should consider. First, we would caution
the reader that for purposes of hypothesis testing one must also
consider the effect of measurement error on the variance of the
regression coefficient. In general, the effects of measurement
error on the t statistic for Am are as complex as the effects on the
magnitude of the coefficient. In the bivariate regression (col-
umn 1, Table 4), the t statistic for Am will be attenuated in the
same way as Am. For example, i f                                               
and we define the true t statistic for A as tA, and the observed t

        then, following Fuller (1987),

is the reliability of Rm,

statistic for 

(17)

According to Fuller,

Any linear hypothesis about [ A ] can be transformed into a hy-
pothesis about [ Am ] by using the reliability ratio. Therefore, in the
bivariate situation, knowledge of 
an unbiased estimator of the parameter [ A ] and to apply the usual
normal theory for hypothesis testing and confidence interval con-
struction. Unfortunately, these simple results do not extend to the
vector-x case. (Fuller, 1987, p. 7)

A reanalysis of the results in Table 4 (column 1 ) illustrate the
effects of measurement error in Rm on our hypothesis test. The
results in Table 4 (column 1) reflect an underestimation of both
the absolute magnitude of A and the statistical significance of
the coefficient. In this example,
the true t statistic (tA) is 2.09 (1.55/.74) rather than 1.55. The
coefficient is in fact statistically significant at the .05 level (two-
tailed test).

The second issue reflects the problems of using firm- or unit-
level earnings measures and individual-level performance rat-
ings. This will require that multiple organizational units be
available because the dependent variable is constant within
units. However, it is conceivable that organizational policy is
such that a unit, a store in this case, hires not just one good
employee, but rather that every employee is above the sample
average. Specifically, in this sample, there were five department
managers in each store, and our data generally include one
manager per store. There were 58 different stores and 88 differ-
ent managers. If Store As policy is to hire better people across
the board, then an individual manager’s performance appraisal
could be a proxy for all five managers in that store. This is also
more likely because the appraisal scheme is based on absolute
measures of performance, and all managers could receive high
ratings. Therefore, we cannot distinguish whether the incre-
ment in sales associated with one manager’s higher rating is
attributable to his or her individual efforts or to the cumulative
efforts of all five managers in a high performance store. As the
between-store variance in Rm increases in proportion to the
within-store variance in Rm, this problem will increase. At the
extreme, true SDy would be only one-fifth the size calculated
earlier.

A third problem is the potential for what Econometricians
call simultaneity bias. Namely, supervisors’ performance ap-
praisals could be influenced by their knowledge of store earn-
ings during the period. The significance of this contamination
depends on the influence of department managers on earnings
relative to uncontrollable market factors. If the manager is
largely responsible, then even if supervisor ratings are in-
fluenced by earnings, the direction of the underlying relation-
ship goes from managerial performance to earnings. However,
to the extent that earnings are instead associated with develop-
ments in the local product market and are out of the depart-
ment manager’s control, then we may be observing the effect of
earnings on appraisal, rather than SDy. The bias in this case
would overstate the value of SDy. Although well-developed sta-
tistical procedures to eliminate this bias are available, such a
model is beyond the scope of this article. Nevertheless, we
would caution researchers pursuing this line of inquiry to be
aware of this problem. This particular problem may be partly
mitigated in our data in two respects. First, there was a tem-
poral sequence to the performance ratings and the earnings
announcement. Official earnings were available only after the
appraisal, though it is hard to imagine that store personnel did
not have a reasonable idea of the magnitudes involved. Second,
the performance appraisal process does provide behavioral an-
chors for the dimensions being rated.

permits one to construct

                   Economics of SDy Estimates                        

 so

The use of accounting and economic theories as the basis for
our estimation of A means that A is not necessarily a stable
value over time. Earlier researchers have discussed the need to
incorporate the duration of intervention effects and the time
value of money into utility calculations (e.g., Boudreau, 1983),
and this issue continues to be a source of debate in the literature
(Cronshaw & Alexander, 1991; Hunter, Schmidt, & Coggin,
1988). However, our point is that A, and the resulting estimate
of SDy, is now a function of both the impact of employee perfor-
mance on organizational output and the value of that output in
the product market. Even if the effect of employee performance
on organizational output is relatively stable over time, product
market changes that are beyond the control of the employees
will affect the economic value of their contribution to the orga-
nization. For example, in our sample of retail outlets, one could
easily imagine sales and profits falling if competitors moved
into these markets. Employees’ performance could remain un-
changed, yet the value of that performance (A) would fall. On
this issue, conventional utility analysis and economic theory
are in conflict. Although a full discussion of this point is
beyond the scope of this article, we raise it as a caveat to caution
researchers who may find it convenient to assume that SDy is
immutable.

Discussion

For a line of research that seems to have such direct implica-
tions for management decision making, the method of utility
analysis has not been widely adopted in practice. We agree with
Cascio and Morris (1990) that too often this literature has fo-
cused on issues that narrow its impact rather than expand its
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legitimacy and accessibility to managers. The overwhelming
reliance on subjective estimates of SDy is one such practice. We
believe that a systematic program of research that provides
direct estimates of SDy across a variety of contexts not only will
provide a reality check on the results of more subjective ap-
proaches but also will lend greater legitimacy to the method in
general.

We also recognize that our approach does not have broad
applicability among practitioners because of the specific organi-
zational characteristics required for implementation. In fact, in
cases where it could be used in a particular organization, firms
might prefer to estimate the utility of human resources inter-
ventions directly without the intermediate estimation of SDy.
Rather, our intent is to motivate a program of research that will
provide an objective, empirically based benchmark against
which the prevailing subjective estimates of SDy can be com-
pared. This study is an initial step in that direction.

We have illustrated how, with an appropriate organizational
structure, it is possible to estimate SDy in terms of observable
and available measures. Several methodological problems with
this line of research were also explored in some detail. Particu-
lar attention was given to predictor reliability, a problem famil-
iar to psychologists, but in the perhaps unfamiliar context of
regression analysis. This article has demonstrated, with both
simulation and field data, that predictor unreliability will re-
sult in biased estimates of SDy and that, within the data charac-
teristics of most utility studies, predictor unreliability will typi-
cally underestimate SDy. Nevertheless, on the basis of our field
study, we show that SDy estimates are at the high end of the
range suggested by prior subjective estimates. Indeed, our esti-
mates SDy in this sample ranged from 74% to 100% of mean
salary.

Although such results imply dramatic effects for improved
employee performance, a number of issues are suggested for
future research. First, if utility researchers move into the field
and model the actual operation of a firm, they will have to be
more sensitive to the fact that they are engaged in an interdisci-
plinary line of inquiry. Economists, for example, have a well-
developed literature on the economic value of information.
This applies directly to efforts by organizational psychologists
and personnel researchers to improve selection techniques and
appraisal methods. The simple estimation model developed in
this article will no doubt require considerable elaboration. Sec-
ond, because this approach draws on actual firm earnings, with
the associated impact of unique labor and product markets, a
wide range of field studies will be required to determine the
generalizability of SDy levels. For example, we have no reason
to believe that our results will translate directly to other firms
or industries. Third, this study has touched only briefly on the
precision of our estimates and some of the other statistical is-
sues involved in this type of field work. We believe, however,

that future work along these lines must incorporate existing
econometric theory on these problems along with the knowl-
edge that psychologists are in a unique position to utilize these
procedures, given their reliability estimates of the measures in
question.
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